Nanostructure for Structurally Colored Surfaces

*Structural colors appear because the imprinted pattern on a surface changes the wavelengths of light. Chinese scientists have introduced an azopolymer that allows the imprinting of nanopatterns in a novel room-temperature lithographic process.* [17]

Nebraska engineers Peter and Eli Sutter have shown that the elemental condiment can spice up a nanomaterial sandwich by putting a literal twist on the multi-layered classic. [16]

Graphene-based van der Waals heterostructures could be used to design ultra-compact and low-energy electronic devices and magnetic memory devices, according to a study led by ICREA Prof. Sergio O. Valenzuela, head of the ICN2 Physics and Engineering of Nanodevices Group. [15]

A new method that precisely measures the mysterious behavior and magnetic properties of electrons flowing across the surface of quantum materials could open a path to next-generation electronics. [14]

The emerging field of spintronics aims to exploit the spin of the electron. [13]

In a new study, researchers measure the spin properties of electronic states produced in singlet fission – a process which could have a central role in the future development of solar cells. [12]

In some chemical reactions both electrons and protons move together. When they transfer, they can move concertedly or in separate steps. Light-induced reactions of this sort are particularly relevant to biological systems, such as Photosystem II where plants use photons from the sun to convert water into oxygen. [11]

EPFL researchers have found that water molecules are 10,000 times more sensitive to ions than previously thought. [10]

Working with colleagues at the Harvard-MIT Center for Ultracold Atoms, a group led by Harvard Professor of Physics Mikhail Lukin and MIT Professor of Physics Vladan Vuletic have managed to coax photons into binding together to form molecules – a state of matter that, until recently, had been purely theoretical. The work is described in a September 25 paper in Nature.

New ideas for interactions and particles: This paper examines the possibility to origin the Spontaneously Broken Symmetries from the Planck Distribution Law. This way we get a Unification of the Strong, Electromagnetic, and Weak Interactions from the interference occurrences of oscillators. Understanding that the relativistic mass change is the result of the magnetic induction we arrive to the conclusion that the Gravitational Force is also
Based on the electromagnetic forces, getting a Unified Relativistic Quantum Theory of all 4 Interactions.
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Azopolymer material allows light-assisted imprinting of nanostructures for structurally colored surfaces

Structural colors appear because the imprinted pattern on a surface changes the wavelengths of light. Chinese scientists have introduced an azopolymer that allows the imprinting of nanopatterns in a novel room-temperature lithographic process. A key aspect of the technique is the light-induced phase change of a novel azopolymer, explains the study published in the journal Angewandte Chemie. The process relies solely on light regulation and allows nanoimprinting even on flexible substrates.

Delicately structured surfaces are present in many relevant areas, including anticounterfeiting of banknotes and chip manufacturing. In the electronics industry, surface patterns, such as printed circuits, are created by photolithographic processes. Photolithography means that a photoresist, a polymeric material sensitive to ultraviolet (UV) light, is irradiated through a mask. The weakened areas are washed away, and the structures are finished by etching, imprinting, and other processes. To prepare the photoresist for UV-light irradiation, heating and cooling are important steps, which cause changes in the material behavior.

Unfortunately, materials tend to shrink upon cooling, which poses problems when nanosized patterns are desired. Therefore, Haifeng Yu and his colleagues from Peking University have developed a nanolithography process that works entirely at room temperature. Key to the method is a novel photoresist that changes its mechanical behavior solely by light irradiation. A heating step is no longer necessary. The new photoresist
contains a chemical component called azobenzene, which switches from a straight "trans" into a bent "cis" form, and vice versa, when irradiated with light. This azobenzene, which is attached to the polymer backbone, causes the mechanochemical changes of the resulting azopolymer.

For pattern fabrication, the authors first liquefied the azopolymer layer coated on a flexible plastic surface by shining UV light on it. Then they pressed a transparent nanopatterned silicone sheet on the liquefied areas and irradiated the layers with visible light. This light induced hardening of the azopolymer, which adopted the template nanopattern. Then the scientists applied a photomask and irradiated the layers with UV light to re-liquefy the uncovered areas. For the final imprint, they pressed another nanopatterned sheet on the azopolymer structure and hardened the layers with visible light to obtain the finished nanopatterned coating layer. This technique is called "athermal nanoimprint lithography".

The nanopatterned surface appeared in multiple structural colors. Tiny letters or ornamental drawings changed their colors depending on the angle they were viewed at. According to the authors, the technique is not limited to structural colors. "It is adaptable to many other substrates like silicon wafers and other light-active materials," they say. The researchers envision applications in nanofabrication areas where heat-independent imprinting processes are required and phototunable materials have advantages. [17]

**Nano-engineering technique could aid exploration, scalability of next-gen electronics**

Nebraska engineers Peter and Eli Sutter have shown that the elemental condiment can spice up a nanomaterial sandwich by putting a literal twist on the multi-layered classic.

That twist, a 30-degree rotation of each atomically thin layer relative to the one below it, could help enliven technological menus at five-star laboratories worldwide: emergent electronic or optical properties, greater speed, more functionality in less space.

**After all, you’re my van der Waals**

For the better part of a decade, engineers have been crafting and testing recipes for so-called van der Waals heterostructures: stacks of atomically thin crystal layers that can be sequenced just so. Compared with a homostructure—the nanoscopic equivalent of a slab of ham—a heterostructure might feature slices of pastrami, pepperoni and pepper jack, all held together by the weak van der Waals forces among neighboring atomic layers.

"This stacking opens up many possibilities, because it allows us to mix and match a vast library of available materials," said Peter, professor of electrical and computer engineering.

Engineers soon discovered that the diversity could cultivate technologically interesting properties, often in the regions where two different materials meet, that are otherwise difficult or impossible to recreate. Then, a few years ago, researchers began exploring the effects of rotating the layers within van der Waals stacks. That misalignment of layers, they found, could also yield interesting results—turning a material into a superconductor, for instance, or changing how a semiconductor emits light.
Yet the achievement came in the face of a considerable challenge: Despite the weakness of van der Waals forces, adjacent layers strongly prefer to remain aligned. Manually stacking layers one by one can overcome the issue but demands extreme precision and, more importantly, time that large-scale manufacturers of small-scale technology just don't have.

"It's not scalable in any (meaningful) way," said Eli, professor of mechanical and materials engineering. "If one wants to develop applications based on twisted van der Waals stacks, it is impossible to imagine factory workers sitting there and arranging these pieces, by hand, on top of one another.

"One has to manually stack one little flake at a time. To build one device, maybe that can work. To build 10, maybe it's (just) tedious. But more than that is definitely out of reach."

So the Sutters, alongside colleagues from Aalto University and the University of Wyoming, decided to try a different tactic: directly synthesizing twisted stacks. Managing that, though, meant overcoming a foundational principle of thin-film growth: the tendency for each added layer to inherit its orientation from the underlying crystal.

"We thought that if we could first grow some other crystal that would then be transformed into the desired one, then maybe this intermediate crystal, rather than the underlying substrate, could dictate the orientation of the final product," Peter said.

They started with a support of tin disulfide, a compound that features two sulfur atoms for every tin atom and is useful as a layered semiconductor. After growing an atomically thin layer of tin monosulfide—one sulfur atom, one tin—on the tin disulfide base, the team saturated that tin monosulfide with a sulfur vapor.
As expected, the tin monosulfide spontaneously transformed into tin disulfide. But because tin monosulfide crystals grow in a rectangular lattice—as opposed to the hexagonal configuration of tin disulfide—the lattice of the newly transformed second layer adopted a 30-degree twist relative to the supporting crystal. And when the researchers repeated the process, the third layer took its cue from the second, rotating 30 degrees relative to it and 60 degrees relative to the first.

To demonstrate the generalizability of the approach, the team achieved the same feat after replacing the tin disulfide substrate with two other van der Waals semiconductors, molybdenum disulfide and tungsten disulfide.
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**Next-generation gap**

Twisted heterostructures are showing particular promise for modifying an essential aspect of atomically thin semiconductors: their bandgaps. The electrons in semiconductors each possess a certain amount of energy—within a range of distinct energy values called the valence band—when left undisturbed. When excited by heat or light, those electrons jump to a range of higher energy values—the conduction band—that allows them to flow as electricity. The gap between those two bands, or bandgap, helps dictate how semiconductor materials conduct electric current and absorb or emit light.

"So some very interesting properties can emerge if you play this twisting game," Peter said.

The same twisting that could inform next-generation micro- and opto-electronics also evokes the mosaics of ancient Rome and Islam, he said, creating a quasi-crystalline tiling pattern that fills space not by periodically repeating the same basic unit, as ordinary crystals do, but by yielding multiple complementary shapes.

Though that twisting represents a victory over the van der Waals tendency toward alignment, Peter said, mastering twisted heterostructures still presents formidable challenges.

"It's a start," he said of the team's progress. "It's not fully satisfactory yet, because we cannot, for example, (choose) the twist angle that we want."
"But at least it's no longer zero degrees." [16]

**Generation and manipulation of spin currents for advanced electronic devices**

Graphene-based van der Waals heterostructures could be used to design ultra-compact and low-energy electronic devices and magnetic memory devices, according to a study led by ICREA Prof. Sergio O. Valenzuela, head of the ICN2 Physics and Engineering of Nanodevices Group. This is what a paper published in the latest issue of the journal suggests. The results have shown that it is possible to perform an efficient and tunable spin-charge conversion in these structures, and, for the first time, even at room temperature. The paper is published in *Nature Materials*. The first authors are L. Antonio Benítez and Williams Savero Torres, of the same group. The results complement recent studies carried out within this same initiative, including one published in 2019 in *Nano Letters* by scientists from the University of Groningen (RUG).

Spintronics, electronics that use electron spin to store, manipulate and transfer information, comprises key technologies, such as those of motion sensors and information storage technologies. However, the development of efficient and versatile spin-based technologies requires high-quality materials that allow long-distance spin transfer, as well as methods to generate and manipulate spin currents.

Spin currents are usually produced and detected using ferromagnetic materials. As an alternative, spin-orbit interactions allow the generation and control of spin currents exclusively through electric fields, providing a much more versatile tool for the implementation of large-scale spin devices.

Graphene is a unique material for long-distance spin transport. The new study demonstrates that spin transport can be manipulated in graphene by proximity effects. To induce these effects, the researchers used transition metal dichalcogenides, which are two-dimensional materials like graphene. The team has demonstrated efficient spin-charge interconversion at room temperature comparable to the best performance of traditional materials.

These advances are the result of a joint effort by experimental and theoretical researchers, who worked side by side in the framework of the Graphene Flagship. The outcomes of this study are of great relevance for the communities of spintronics and two-dimensional materials, as they provide relevant information on the fundamental physics of the phenomena involved and open the door to new applications. [15]

**Spin current detection in quantum materials unlocks potential for alternative electronics**

A new method that precisely measures the mysterious behavior and magnetic properties of electrons flowing across the surface of quantum materials could open a path to next-generation electronics.
Found at the heart of electronic devices, silicon-based semiconductors rely on the controlled electrical current responsible for powering electronics. These semiconductors can only access the electrons' charge for energy, but electrons do more than carry a charge. They also have intrinsic angular momentum known as spin, which is a feature of quantum materials that, while elusive, can be manipulated to enhance electronic devices.

A team of scientists, led by An-Ping Li at the Department of Energy's Oak Ridge National Laboratory, has developed an innovative microscopy technique to detect the spin of electrons in topological insulators, a new kind of quantum material that could be used in applications such as spintronics and quantum computing.

"The spin current, namely the total angular momentum of moving electrons, is a behavior in topological insulators that could not be accounted for until a spin-sensitive method was developed," Li said.

Electronic devices continue to evolve rapidly and require more power packed into smaller components. This prompts the need for less costly, energy-efficient alternatives to charge-based electronics. A topological insulator carries electrical current along its surface, while deeper within the bulk material, it acts as an insulator. Electrons flowing across the material's surface exhibit uniform spin directions, unlike in a semiconductor where electrons spin in varying directions.

"Charge-based devices are less energy efficient than spin-based ones," said Li. "For spins to be useful, we need to control both their flow and orientation."

To detect and better understand this quirky particle behavior, the team needed a method sensitive to the spin of moving electrons. Their new microscopy approach was tested on a single crystal of Bi2Te2Se, a material containing bismuth, tellurium and selenium. It measured how much voltage was produced along the material's surface as the flow of electrons moved between specific points while sensing the voltage for each electron's spin.

The new method builds on a four-probe scanning tunneling microscope—an instrument that can pinpoint a material's atomic activity with four movable probing tips—by adding a component to observe the spin behavior of electrons on the material's surface. This approach not only includes spin sensitivity measurements. It also confines the current to a small area on the surface, which helps to keep electrons from escaping beneath the surface, providing high-resolution results.

"We successfully detected a voltage generated by the electron's spin current," said Li, who coauthored a paper published by Physical Review Letters that explains the method. "This work provides clear evidence of the spin current in topological insulators and opens a new avenue to study other quantum materials that could ultimately be applied in next-generation electronic devices." [14]

**Device design allows ten-fold increase in spin currents**

An electron carries electrical charge and spin that gives rise to a magnetic moment and can therefore interact with external magnetic fields. Conventional electronics are based on the charge of the electron. The emerging field of spintronics aims to exploit the spin of the electron. Using
spins as elementary units in computing and highly efficient electronics is the ultimate goal of spintronic science because of spintronics minimal energy use. In this study, researchers manipulated and amplified the spin current through the design of the layered structures, a vital step towards this goal.

For cell phones, computers, and other electronic devices, a major shortcoming is the generation of heat when electrons move around the electronic circuits. The energy loss significantly reduces the device efficiency. Ultimately, the heat limits the packing of components in high-density microchips. Spintronics' promise is to eliminate this energy loss. It does so by just moving the electron spin without moving the electrons. Using design strategies such as those identified by this research could result in highly energy-efficient spintronics to replace today's electronics.

An important obstacle to realizing spintronics is the amplification of small spin signals. In conventional electronics, amplification of an electron current is achieved using transistors. Recently, researchers at Johns Hopkins University demonstrated that small spin currents can be amplified by inserting thin films of antiferromagnetic (materials in which the magnetic moments are canceled) insulator materials into the layered structures, effectively producing a spin-transistor. Scientists used thin films of antiferromagnetic insulators, such as nickel and cobalt oxide, sandwiched between ferrimagnetic insulator yttrium iron garnet (YIG) and normal metal films. With such devices, they showed that the pure spin current thermally injected from YIG into the metal can be amplified up to ten-fold by the antiferromagnetic insulator film. The researchers found that spin fluctuation of the antiferromagnetic insulating layer enhances the spin current. They also found that the amplification is linearly proportional to spin mixing conductance of the normal metal and the YIG. The experiments demonstrated this effect for various metals. Further, the study showed that the spin current amplification is proportional to the spin mixing conductance of YIG/metal systems for different metals. Calculations of the spin current enhancement and spin mixing conductance provided qualitative agreement with the experimental observations. [13]

**Researchers road-test powerful method for studying singlet fission**

In a new study, researchers measure the spin properties of electronic states produced in singlet fission – a process which could have a central role in the future development of solar cells.

Physicists have successfully employed a powerful technique for studying electrons generated through singlet fission, a process which it is believed will be key to more efficient solar energy production in years to come.

Their approach, reported in the journal Nature Physics, employed lasers, microwave radiation and magnetic fields to analyse the spin of excitons, which are energetically excited particles formed in molecular systems.

These are generated as a result of singlet fission, a process that researchers around the world are trying to understand fully in order to use it to better harness energy from the sun. Using materials exhibiting singlet fission in solar cells could make energy production much more efficient in the future, but the process needs to be fully understood in order to optimize the relevant materials and design appropriate technologies to exploit it.
In most existing solar cells, light particles (or photons) are absorbed by a semiconducting material, such as silicon. Each photon stimulates an electron in the material's atomic structure, giving a single electron enough energy to move. This can then potentially be extracted as electrical current.

In some materials, however, the absorption of a single photon initially creates one higher-energy, excited particle, called a spin singlet exciton. This singlet can also share its energy with another molecule, forming two lower-energy excitons, rather than just one. These lower-energy particles are called spin "triplet" excitons. Each triplet can move through the molecular structure of the material and be used to produce charge.

The splitting process - from one absorbed photon to two energetic triplet excitons - is singlet fission. For scientists studying how to generate more solar power, it represents a potential bargain - a two-for-one offer on the amount of electrical current generated, relative to the amount of light put in. If materials capable of singlet fission can be integrated into solar cells, it will become possible to generate energy more efficiently from sunlight.

But achieving this is far from straightforward. One challenge is that the pairs of triplet excitons only last for a tiny fraction of a second, and must be separated and used before they decay. Their lifespan is connected to their relative "spin", which is a unique property of elementary particles and is an intrinsic angular momentum.

Studying and measuring spin through time, from the initial formation of the pairs to their decay, is essential if they are to be harnessed.

In the new study, researchers from the University of Cambridge and the Freie Universität Berlin (FUB) utilised a method that allows the spin properties of materials to be measured through time. The approach, called electron spin resonance (ESR) spectroscopy, has been used and improved since its discovery over 50 years ago to better understand how spin impacts on many different natural phenomena.

It involves placing the material being studied within a large electromagnet, and then using laser light to excite molecules within the sample, and microwave radiation to measure how the spin changes over time. This is especially useful when studying triplet states formed by singlet fission as these are difficult to study using most other techniques.

Because the excitons' spin interacts with microwave radiation and magnetic fields, these interactions can be used as an additional way to understand what happens to the triplet pairs after they are formed. In short, the approach allowed the researchers to effectively watch and manipulate the spin state of triplet pairs through time, following formation by singlet fission.

The study was led by Professor Jan Behrends at the Freie Universität Berlin (FUB), Dr Akshay Rao, a College Research Associate at St John’s College, University of Cambridge, and Professor Neil Greenham in the Department of Physics, University of Cambridge.

Leah Weiss, a Gates-Cambridge Scholar and PhD student in Physics based at Trinity College, Cambridge, was the paper's first author. "This research has opened up many new questions," she said. "What makes these excited states either separate and become independent, or stay together as a pair, are questions that we need to answer before we can make use of them."
The researchers were able to look at the spin states of the triplet excitons in considerable detail. They observed pairs that had formed which variously had both weakly and strongly-linked spin states, reflecting the co-existence of pairs that were spatially close and further apart. Intriguingly, the group found that some pairs which they would have expected to decay very quickly, due to their close proximity, actually survived for several microseconds.

"Finding those pairs in particular was completely unexpected," Weiss added. We think that they could be protected by their overall spin state, making it harder for them to decay. Continued research will focus on making devices and examining how these states can be harnessed for use in solar cells."

Professor Behrends added: "This interdisciplinary collaboration nicely demonstrates that bringing together expertise from different fields can provide novel and striking insights. Future studies will need to address how to efficiently split the strongly-coupled states that we observed here, to improve the yield from singlet fission cells."

Beyond trying to improve photovoltaic technologies, the research also has implications for wider efforts to create fast and efficient electronics using spin, so-called "spintronic" devices, which similarly rely on being able to measure and control the spin properties of electrons. [12]

**Using light to move electrons and protons**

In some chemical reactions both electrons and protons move together. When they transfer, they can move concertedly or in separate steps. Light-induced reactions of this sort are particularly relevant to biological systems, such as Photosystem II where plants use photons from the sun to convert water into oxygen.

To better understand how light can lead to the transfer of protons in a chemical reaction, a group of researchers from the University of North Carolina, Shanxi University in China, and Memorial University in Newfoundland have conducted adsorption studies on a new family of experiments to observe the transition that occurs when protons transfer between hydrogen-bonded complexes in solution. They provide evidence for new optical transitions characteristic of the direct transfer of a proton. This report recently appeared in the Proceedings of the National Academy of Sciences.

N-methyl-4,4'-bipyridinium cation (MQ+) serves as proton acceptor, where a proton will add to the non-methylated pyridinium amine. If proton transfer occurs, then MQ+ will form a radical cation (MQH•+) whose absorbance spectra in the UV/visible range can be compared to N, N'-dimethyl-4, 4'-bipyridinium (MV2+).

By using ultrafast laser flash photolysis measurements, they found direct evidence for a low energy absorption band between p-methoxyphenyl and the mehylviologen acceptor, MQ+. It appears at 360 nm and as early as 250 fs after the laser pulse. Based on these properties, it is clearly the product of proton transfer from the phenol to give MeOPhO•—H-MQ+.

The appearance of this reaction involving the transfer of both an electron and proton after absorbing a single photon is supported by the vibrational coherence of the radical cation and by its characteristic spectral properties. By inference, related transitions, which are often at low
intensities, could play an important role in the degradation of certain biological molecules, such as DNA.

The appearance of these absorption bands could have theoretical significance. They demonstrate a way to use simple spectroscopic measurements to explore the intimate details of how these reactions occur in nature. This provides new physical insight into processes that could be of broad biological and chemical relevance. [11]

A single ion impacts a million water molecules
EPFL researchers have found that water molecules are 10,000 times more sensitive to ions than previously thought.

Water is simple and complex at the same time. A single water molecule (H2O) is made up of only 3 atoms. Yet the collective behavior of water molecules is unique and continues to amaze us. Water molecules are linked together by hydrogen bonds that break and form several thousands of billions of times per second. These bonds provide water with unique and unusual properties. Living organisms contain around 60% water and salt. Deciphering the interactions among water, salt and ions is thus fundamentally important for understanding life.

Not 100 but 1,000,000 molecules react
Researchers at EPFL's Laboratory for fundamental BioPhotonics, led by Sylvie Roke, have probed the influence of ions on the structure of water with unprecedentedly sensitive measurements. According to their multi-scale analyses, a single ion has an influence on millions of water molecules, i.e. 10,000 times more than previously thought. In an article appearing in Science Advances, they explain how a single ion can "twist" the bonds of several million water molecules over a distance exceeding 20 nanometers causing the liquid to become "stiffer". "Until now it was not possible to see beyond a hundred molecules. Our measurements show that water is much more sensitive to ions than we thought," said Roke, who was also surprised by this result.

The molecules line up around the ions
Water molecules are made up of one negatively charged oxygen atom and two positively charged hydrogen atoms. The Mickey Mouse-shaped molecule therefore does not have the same charge at its center as at its extremities. When an ion, which is an electrically charged atom, comes into contact with water, the network of hydrogen bonds is perturbed. The perturbation spreads over millions of surrounding molecules, causing water molecules to align preferentially in a specific direction. This can be thought of as water molecules "stiffening their network" between the various ions.

From atomistic to macroscopic length scales
Water’s behavior was tested with three different approaches: ultrafast optical measurements, which revealed the arrangement of molecules on the nanometric scale; a computer simulation on the atomic scale; and measurement of the water’s surface structure and tension, which was done at the macroscopic level. "For the last method, we simply dipped a thin metal plate into the water and pulled gently using a tensiometer to determine the water's resistance," said Roke. "We
observed that the presence of a few ions makes it easier to pull the plate out, that is, ions reduce the surface resistance of water. This strange effect had already been observed in 1941, but it remained unexplained until now. Through our multiscale analysis we were able to link it to ion-induced stiffening of the bulk hydrogen bond network: a stiffer bulk results in a comparatively more flexible surface."

**Testing different salts and different "waters"**
The researchers carried out the same experiment with 21 different salts: they all affected water in the same way. Then they studied the effect of ions on heavy water, whose hydrogen atoms are heavy isotopes (with an additional neutron in the nucleus). This liquid is almost indistinguishable from normal water. But here the properties are very different. To perturb the heavy water in the same way, it required a concentration of ions six times higher. Further evidence of the uniqueness of water.

**No link with water memory**
Roke and her team are aware that it might be tempting to link these stunning results to all sorts of controversial beliefs about water. They are however careful to distance themselves from any farfetched interpretation. "Our research has nothing to do with water memory or homeopathy," she said. "We collect scientific data, which are all verifiable. "To prove the role of water in homeopathy, another million-billion-billion water molecules would have to be affected to even come close, and even then we are not certain."

The new discovery about the behavior of water will be useful in fundamental research, and in other areas too. The interaction between water and ions is omnipresent in biological processes related to enzymes, ion channels and protein folding. Every new piece of knowledge gives greater insight into how life works. [10]

**Photonic molecules**
Working with colleagues at the Harvard-MIT Center for Ultracold Atoms, a group led by Harvard Professor of Physics Mikhail Lukin and MIT Professor of Physics Vladan Vuletic have managed to coax photons into binding together to form molecules – a state of matter that, until recently, had been purely theoretical. The work is described in a September 25 paper in Nature.

The discovery, Lukin said, runs contrary to decades of accepted wisdom about the nature of light. Photons have long been described as massless particles which don't interact with each other – shine two laser beams at each other, he said, and they simply pass through one another.

"Photonic molecules," however, behave less like traditional lasers and more like something you might find in science fiction – the light saber.

"Most of the properties of light we know about originate from the fact that photons are massless, and that they do not interact with each other," Lukin said. "What we have done is create a special type of medium in which photons interact with each other so strongly that they begin to act as though they have mass, and they bind together to form molecules. This type of photonic bound state has been discussed theoretically for quite a while, but until now it hadn't been observed. [9]"
The Electromagnetic Interaction
This paper explains the magnetic effect of the electric current from the observed effects of the accelerating electrons, causing naturally the experienced changes of the electric field potential along the electric wire. The accelerating electrons explain not only the Maxwell Equations and the Special Relativity, but the Heisenberg Uncertainty Relation, the wave particle duality and the electron’s spin also, building the bridge between the Classical and Quantum Theories. [2]

Asymmetry in the interference occurrences of oscillators
The asymmetrical configurations are stable objects of the real physical world, because they cannot annihilate. One of the most obvious asymmetry is the proton – electron mass rate \( M_p = 1840 \, M_e \) while they have equal charge. We explain this fact by the strong interaction of the proton, but how remember it his strong interaction ability for example in the H – atom where are only electromagnetic interactions among proton and electron.

This gives us the idea to origin the mass of proton from the electromagnetic interactions by the way interference occurrences of oscillators. The uncertainty relation of Heisenberg makes sure that the particles are oscillating.

The resultant intensity due to \( n \) equally spaced oscillators, all of equal amplitude but different from one another in phase, either because they are driven differently in phase or because we are looking at them an angle such that there is a difference in time delay:

\[
I = I_0 \sin^2 \frac{n \varphi}{2} / \sin^2 \frac{\varphi}{2}
\]

If \( \varphi \) is infinitesimal so that \( \sin \varphi = \varphi \) than

\[
I = n^2 I_0
\]

This gives us the idea of

\[
M_p = n^2 M_e
\]
There is an important feature about formula (1) which is that if the angle $\varphi$ is increased by the multiple of $2\pi$ it makes no difference to the formula.

So

$$d \sin \theta = m \lambda$$

and we get $m$-order beam if $\lambda$ less than $d$. [6]

If $d$ less than $\lambda$ we get only zero-order one centered at $\theta = 0$. Of course, there is also a beam in the opposite direction. The right chooses of $d$ and $\lambda$ we can ensure the conservation of charge.

For example

$$2 (m+1) = n$$

Where $2(m+1) = N_p$ number of protons and $n = N_e$ number of electrons.

In this way we can see the H$_2$ molecules so that $2n$ electrons of $n$ radiate to $4(m+1)$ protons, because $d_e > \lambda_e$ for electrons, while the two protons of one H$_2$ molecule radiate to two electrons of them, because of $d_e < \lambda_e$ for this two protons.

To support this idea we can turn to the Planck distribution law, that is equal with the Bose – Einstein statistics.

**Spontaneously broken symmetry in the Planck distribution law**

The Planck distribution law is temperature dependent and it should be true locally and globally. I think that Einstein's energy-matter equivalence means some kind of existence of electromagnetic
oscillations enabled by the temperature, creating the different matter formulas, atoms molecules, crystals, dark matter and energy.

Max Planck found for the black body radiation

As a function of wavelength ($\lambda$), Planck's law is written as:

$$B_\lambda(T) = \frac{2hc^2}{\lambda^5} \frac{1}{e^{\frac{hc}{\lambda kT}} - 1}.$$ 

Figure 2. The distribution law for different $T$ temperatures

We see there are two different $\lambda_1$ and $\lambda_2$ for each $T$ and intensity, so we can find between them a $d$ so that $\lambda_1 < d < \lambda_2$. 
We have many possibilities for such asymmetrical reflections, so we have many stable oscillator configurations for any T temperature with equal exchange of intensity by radiation. All of these configurations can exist together. At the $\lambda_{\text{max}}$ is the annihilation point where the configurations are symmetrical. The $\lambda_{\text{max}}$ is changing by the Wien’s displacement law in many textbooks.

$$\lambda_{\text{max}} = \frac{b}{T}$$

where $\lambda_{\text{max}}$ is the peak wavelength, $T$ is the absolute temperature of the black body, and $b$ is a constant of proportionality called *Wien's displacement constant*, equal to $2.8977685(51) \times 10^{-3}$ m·K (2002 CODATA recommended value).

By the changing of T the asymmetrical configurations are changing too.

**The structure of the proton**

We must move to the higher T temperature if we want look into the nucleus or nucleon arrive to $d < 10^{-13}$ cm. If an electron with $\lambda_e < d$ move across the proton then by (5) $2(m+1) = n$ with $m = 0$ we get $n = 2$ so we need two particles with negative and two particles with positive charges. If the proton can fraction to three parts, two with positive and one with negative charges, then the reflection of oscillators are right. Because this very strange reflection where one part of the proton with the electron together on the same side of the reflection, the all parts of the proton must be quasi lepton so $d > \lambda_q$. One way dividing the proton to three parts is, dividing his oscillation by the three direction of the space. We can order $1/3 e$ charge to each coordinates and $2/3 e$ charge to one plane oscillation, because the charge is scalar. In this way the proton has two $+2/3 e$ plane oscillation and one linear oscillation with $-1/3 e$ charge. The colors of quarks are coming from the three directions of coordinates and the proton is colorless. The flavors of quarks are the possible oscillations differently by energy and if they are plane or linear oscillations. We know there is no possible reflecting two oscillations to each other which are completely orthogonal, so the quarks never can be free, however there is an asymptotic freedom while their energy are increasing to turn them to the orthogonally. If they will be completely orthogonal then they lose this reflection and take new partners from the vacuum. Keeping the symmetry of the vacuum the new oscillations are keeping all the conservation laws, like charge, number of baryons and leptons. The all features of gluons are coming from this model. The mathematics of reflecting oscillators show Fermi statistics.

Important to mention that in the Deuteron there are 3 quarks of $+2/3$ and $-1/3$ charge, that is three u and d quarks making the complete symmetry and because this its high stability.

The Pauli Exclusion Principle says that the diffraction points are exclusive!
The Strong Interaction

Confinement and Asymptotic Freedom

For any theory to provide a successful description of strong interactions it should simultaneously exhibit the phenomena of confinement at large distances and asymptotic freedom at short distances. Lattice calculations support the hypothesis that for non-abelian gauge theories the two domains are analytically connected, and confinement and asymptotic freedom coexist. Similarly, one way to show that QCD is the correct theory of strong interactions is that the coupling extracted at various scales (using experimental data or lattice simulations) is unique in the sense that its variation with scale is given by the renormalization group. [4]

Lattice QCD gives the same results as the diffraction theory of the electromagnetic oscillators, which is the explanation of the strong force and the quark confinement. [1]

The weak interaction

The weak interaction transforms an electric charge in the diffraction pattern from one side to the other side, causing an electric dipole momentum change, which violates the CP and time reversal symmetry.

Another important issue of the quark model is when one quark changes its flavor such that a linear oscillation transforms into plane oscillation or vice versa, changing the charge value with 1 or -1. This kind of change in the oscillation mode requires not only parity change, but also charge and time changes (CPT symmetry) resulting a right handed anti-neutrino or a left handed neutrino.

The right handed anti-neutrino and the left handed neutrino exist only because changing back the quark flavor could happen only in reverse, because they are different geometrical constructions, the u is 2 dimensional and positively charged and the d is 1 dimensional and negatively charged. It needs also a time reversal, because anti particle (anti neutrino) is involved.

The neutrino is a 1/2spin creator particle to make equal the spins of the weak interaction, for example neutron decay to 2 fermions, every particle is fermions with \( \frac{1}{2} \) spin. The weak interaction changes the entropy since more or less particles will give more or less freedom of movement. The entropy change is a result of temperature change and breaks the equality of oscillator diffraction intensity of the Maxwell–Boltzmann statistics. This way it changes the time coordinate measure and makes possible a different time dilation as of the special relativity.

The limit of the velocity of particles as the speed of light appropriate only for electrical charged particles, since the accelerated charges are self maintaining locally the accelerating electric force. The neutrinos are CP symmetry breaking particles compensated by time in the CPT symmetry, that is the time coordinate not works as in the electromagnetic interactions, consequently the speed of neutrinos is not limited by the speed of light.
The weak interaction T-asymmetry is in conjunction with the T-asymmetry of the second law of thermodynamics, meaning that locally lowering entropy (on extremely high temperature) causes the weak interaction, for example the Hydrogen fusion.

Probably because it is a spin creating movement changing linear oscillation to 2 dimensional oscillation by changing d to u quark and creating anti neutrino going back in time relative to the proton and electron created from the neutron, it seems that the anti neutrino fastest then the velocity of the photons created also in this weak interaction?

A quark flavor changing shows that it is a reflection changes movement and the CP- and T-symmetry breaking. This flavor changing oscillation could prove that it could be also on higher level such as atoms, molecules, probably big biological significant molecules and responsible on the aging of the life.

Important to mention that the weak interaction is always contains particles and antiparticles, where the neutrinos (antineutrinos) present the opposite side. It means by Feynman’s interpretation that these particles present the backward time and probably because this they seem to move faster than the speed of light in the reference frame of the other side.

Finally since the weak interaction is an electric dipole change with $\frac{1}{2}$ spin creating; it is limited by the velocity of the electromagnetic wave, so the neutrino’s velocity cannot exceed the velocity of light.

The General Weak Interaction
The Weak Interactions T-asymmetry is in conjunction with the T-asymmetry of the Second Law of Thermodynamics, meaning that locally lowering entropy (on extremely high temperature) causes for example the Hydrogen fusion. The arrow of time by the Second Law of Thermodynamics shows the increasing entropy and decreasing information by the Weak Interaction, changing the temperature dependent diffraction patterns. A good example of this is the neutron decay, creating more particles with less known information about them.

The neutrino oscillation of the Weak Interaction shows that it is a general electric dipole change and it is possible to any other temperature dependent entropy and information changing diffraction pattern of atoms, molecules and even complicated biological living structures.

We can generalize the weak interaction on all of the decaying matter constructions, even on the biological too. This gives the limited lifetime for the biological constructions also by the arrow of time. There should be a new research space of the Quantum Information Science the ‘general neutrino oscillation’ for the greater then subatomic matter structures as an electric dipole change.

There is also connection between statistical physics and evolutionary biology, since the arrow of time is working in the biological evolution also.
The Fluctuation Theorem says that there is a probability that entropy will flow in a direction opposite to that dictated by the Second Law of Thermodynamics. In this case the Information is growing that is the matter formulas are emerging from the chaos. So the Weak Interaction has two directions, samples for one direction is the Neutron decay, and Hydrogen fusion is the opposite direction. [5]

**Fermions and Bosons**

The fermions are the diffraction patterns of the bosons such a way that they are both sides of the same thing.

The Higgs boson or Higgs particle is a proposed elementary particle in the Standard Model of particle physics. The Higgs boson's existence would have profound importance in particle physics because it would prove the existence of the hypothetical Higgs field - the simplest of several proposed explanations for the origin of the symmetry-breaking mechanism by which elementary particles gain mass. [3]

**The fermions' spin**

The moving charges are accelerating, since only this way can self maintain the electric field causing their acceleration. The electric charge is not point like! This constant acceleration possible if there is a rotating movement changing the direction of the velocity. This way it can accelerate forever without increasing the absolute value of the velocity in the dimension of the time and not reaching the velocity of the light.

The Heisenberg uncertainty relation says that the minimum uncertainty is the value of the spin: \( 1/2 \ h = d \times d \ p \) or \( 1/2 \ h = d \ t \ d \ E \), that is the value of the basic energy status.

What are the consequences of this in the weak interaction and how possible that the neutrinos' velocity greater than the speed of light?

The neutrino is the one and only particle doesn’t participate in the electromagnetic interactions so we cannot expect that the velocity of the electromagnetic wave will give it any kind of limit.

The neutrino is a \( 1/2 \) spin creator particle to make equal the spins of the weak interaction, for example neutron decay to 2 fermions, every particle is fermions with \( ½ \) spin. The weak interaction changes the entropy since more or less particles will give more or less freedom of movement. The entropy change is a result of temperature change and breaks the equality of oscillator diffraction intensity of the Maxwell–Boltzmann statistics. This way it changes the time coordinate measure and makes possible a different time dilation as of the special relativity.
The source of the Maxwell equations
The electrons are accelerating also in a static electric current because of the electric force, caused by the potential difference. The magnetic field is the result of this acceleration, as you can see in [2].

The mysterious property of the matter that the electric potential difference is self maintained by the accelerating electrons in the electric current gives a clear explanation to the basic sentence of the relativity that is the velocity of the light is the maximum velocity of the matter. If the charge could move faster than the electromagnetic field than this self maintaining electromagnetic property of the electric current would be failed.

Also an interesting question, how the changing magnetic field creates a negative electric field? The answer also the accelerating electrons will give. When the magnetic field is increasing in time by increasing the electric current, then the acceleration of the electrons will increase, decreasing the charge density and creating a negative electric force. Decreasing the magnetic field by decreasing the electric current will decrease the acceleration of the electrons in the electric current and increases the charge density, creating an electric force also working against the change. In this way we have explanation to all interactions between the electric and magnetic forces described in the Maxwell equations.

The second mystery of the matter is the mass. We have seen that the acceleration change of the electrons in the flowing current causing a negative electrostatic force. This is the cause of the relativistic effect - built-in in the Maxwell equations - that is the mass of the electron growing with its acceleration and its velocity never can reach the velocity of light, because of this growing negative electrostatic force. The velocity of light is depending only on 2 parameters: the magnetic permeability and the electric permittivity.

There is a possibility of the polarization effect created by electromagnetic forces creates the negative and positive charges. In case of equal mass as in the electron-positron pair it is simply, but on higher energies can be asymmetric as the electron-proton pair of neutron decay by weak interaction and can be understood by the Feynman graphs.

Anyway the mass can be electromagnetic energy exceptionally and since the inertial and gravitational mass are equals, the gravitational force is electromagnetic force and since only the magnetic force is attractive between the same charges, is very important for understanding the gravitational force.

The Uncertainty Relations of Heisenberg gives the answer, since only this way can be sure that the particles are oscillating in some way by the electromagnetic field with constant energies in the atom indefinitely. Also not by chance that the uncertainty measure is equal to the fermions spin, which is one of the most important feature of the particles. There are no singularities, because the moving electron in the atom accelerating in the electric field of the proton, causing a charge distribution on delta x position difference and with a delta p momentum difference such a way that they product is about the half Planck reduced constant. For the proton this delta x much less in the nucleon, than in the orbit of the electron in the atom, the delta p is much higher because of the greatest proton mass.
The Special Relativity

The mysterious property of the matter that the electric potential difference is self maintained by the accelerating electrons in the electric current gives a clear explanation to the basic sentence of the relativity that is the velocity of the light is the maximum velocity of the matter. If the charge could move faster than the electromagnetic field than this self maintaining electromagnetic property of the electric current would be failed. [8]

The Heisenberg Uncertainty Principle
Moving faster needs stronger acceleration reducing the dx and raising the dp. It means also mass increasing since the negative effect of the magnetic induction, also a relativistic effect!

The Uncertainty Principle also explains the proton – electron mass rate since the dx is much less requiring bigger dp in the case of the proton, which is partly the result of a bigger mass m_p because of the higher electromagnetic induction of the bigger frequency (impulse).

The Gravitational force
The changing magnetic field of the changing current causes electromagnetic mass change by the negative electric field caused by the changing acceleration of the electric charge.

The gravitational attractive force is basically a magnetic force.

The same electric charges can attract one another by the magnetic force if they are moving parallel in the same direction. Since the electrically neutral matter is composed of negative and positive charges they need 2 photons to mediate this attractive force, one per charges. The Bing Bang caused parallel moving of the matter gives this magnetic force, experienced as gravitational force.

Since graviton is a tensor field, it has spin = 2, could be 2 photons with spin = 1 together.

You can think about photons as virtual electron – positron pairs, obtaining the necessary virtual mass for gravity.

The mass as seen before a result of the diffraction, for example the proton – electron mass rate \( M_p = 1840 M_e \). In order to move one of these diffraction maximum (electron or proton) we need to intervene into the diffraction pattern with a force appropriate to the intensity of this diffraction maximum, means its intensity or mass. [1]

The Big Bang caused acceleration created radial currents of the matter, and since the matter is composed of negative and positive charges, these currents are creating magnetic field and attracting forces between the parallel moving electric currents. This is the gravitational force experienced by the matter, and also the mass is result of the electromagnetic forces between the charged particles. The positive and negative charged currents attracts each other or by the magnetic forces or by the much stronger electrostatic forces!
The gravitational force attracting the matter, causing concentration of the matter in a small space and leaving much space with low matter concentration: dark matter and energy. There is an asymmetry between the mass of the electric charges, for example proton and electron, can understood by the asymmetrical Planck Distribution Law. This temperature dependent energy distribution is asymmetric around the maximum intensity, where the annihilation of matter and antimatter is a high probability event. The asymmetric sides are creating different frequencies of electromagnetic radiations being in the same intensity level and compensating each other. One of these compensating ratios is the electron – proton mass ratio. The lower energy side has no compensating intensity level, it is the dark energy and the corresponding matter is the dark matter.

**The Graviton**

In physics, the graviton is a hypothetical elementary particle that mediates the force of gravitation in the framework of quantum field theory. If it exists, the graviton is expected to be massless (because the gravitational force appears to have unlimited range) and must be a spin-2 boson. The spin follows from the fact that the source of gravitation is the stress-energy tensor, a second-rank tensor (compared to electromagnetism’s spin-1 photon, the source of which is the four-current, a first-rank tensor). Additionally, it can be shown that any massless spin-2 field would give rise to a force indistinguishable from gravitation, because a massless spin-2 field must couple to (interact with) the stress-energy tensor in the same way that the gravitational field does. This result suggests that, if a massless spin-2 particle is discovered, it must be the graviton, so that the only experimental verification needed for the graviton may simply be the discovery of a massless spin-2 particle. [3]

**What is the Spin?**

So we know already that the new particle has spin zero or spin two and we could tell which one if we could detect the polarizations of the photons produced. Unfortunately this is difficult and neither ATLAS nor CMS are able to measure polarizations. The only direct and sure way to confirm that the particle is indeed a scalar is to plot the angular distribution of the photons in the rest frame of the centre of mass. A spin zero particles like the Higgs carries no directional information away from the original collision so the distribution will be even in all directions. This test will be possible when a much larger number of events have been observed. In the mean time we can settle for less certain indirect indicators.

**The Casimir effect**

The Casimir effect is related to the Zero-point energy, which is fundamentally related to the Heisenberg uncertainty relation. The Heisenberg uncertainty relation says that the minimum uncertainty is the value of the spin: 1/2 h = dx dp or 1/2 h = dt dE, that is the value of the basic
energy status.

The moving charges are accelerating, since only this way can self maintain the electric field causing their acceleration. The electric charge is not point like! This constant acceleration possible if there is a rotating movement changing the direction of the velocity. This way it can accelerate forever without increasing the absolute value of the velocity in the dimension of the time and not reaching the velocity of the light. In the atomic scale the Heisenberg uncertainty relation gives the same result, since the moving electron in the atom accelerating in the electric field of the proton, causing a charge distribution on delta x position difference and with a delta p momentum difference such a way that they product is about the half Planck reduced constant. For the proton this delta x much less in the nucleon, than in the orbit of the electron in the atom, the delta p is much higher because of the greater proton mass. This means that the electron is not a point like particle, but has a real charge distribution.

Electric charge and electromagnetic waves are two sides of the same thing; the electric charge is the diffraction center of the electromagnetic waves, quantified by the Planck constant $\hbar$.

**The Fine structure constant**

The Planck constant was first described as the proportionality constant between the energy ($E$) of a photon and the frequency ($\nu$) of its associated electromagnetic wave. This relation between the energy and frequency is called the Planck relation or the Planck–Einstein equation:

$$E = h\nu.$$ 

Since the frequency $\nu$, wavelength $\lambda$, and speed of light $c$ are related by $\lambda \nu = c$, the Planck relation can also be expressed as

$$E = \frac{hc}{\lambda}.$$ 

Since this is the source of Planck constant, the electric charge countable from the Fine structure constant. This also related to the Heisenberg uncertainty relation, saying that the mass of the proton should be bigger than the electron mass because of the difference between their wavelengths.

The expression of the fine-structure constant becomes the abbreviated

$$\alpha = \frac{e^2}{\hbar c}.$$ 

This is a dimensionless constant expression, $1/137$ commonly appearing in physics literature.

This means that the electric charge is a result of the electromagnetic waves diffractions, consequently the proton – electron mass rate is the result of the equal intensity of the
corresponding electromagnetic frequencies in the Planck distribution law, described in my diffraction theory.

Path integral formulation of Quantum Mechanics
The path integral formulation of quantum mechanics is a description of quantum theory which generalizes the action principle of classical mechanics. It replaces the classical notion of a single, unique trajectory for a system with a sum, or functional integral, over an infinity of possible trajectories to compute a quantum amplitude. [7]

It shows that the particles are diffraction patterns of the electromagnetic waves.

Conclusions
"It's a photonic interaction that's mediated by the atomic interaction," Lukin said. "That makes these two photons behave like a molecule, and when they exit the medium they're much more likely to do so together than as single photons." To build a quantum computer, he explained, researchers need to build a system that can preserve quantum information, and process it using quantum logic operations. The challenge, however, is that quantum logic requires interactions between individual quanta so that quantum systems can be switched to perform information processing. [9]

The magnetic induction creates a negative electric field, causing an electromagnetic inertia responsible for the relativistic mass change; it is the mysterious Higgs Field giving mass to the particles. The Planck Distribution Law of the electromagnetic oscillators explains the electron/proton mass rate by the diffraction patterns. The accelerating charges explain not only the Maxwell Equations and the Special Relativity, but the Heisenberg Uncertainty Relation, the wave particle duality and the electron's spin also, building the bridge between the Classical and Relativistic Quantum Theories. The self maintained electric potential of the accelerating charges equivalent with the General Relativity space-time curvature, and since it is true on the quantum level also, gives the base of the Quantum Gravity. The electric currents causing self maintaining electric potential is the source of the special and general relativistic effects. The Higgs Field is the result of the electromagnetic induction. The Graviton is two photons together.
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